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Département de Génie Mécanique
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Résumé

Les mécanismes tenségrités sont avantagés par leur utilisation judicieuse de câbles et de ressorts, ce qui
mène à une réduction considérable de l’inertie de leurs pièces mobiles. En conséquence, ces mécanismes
pourraient éventuellement devenir des alternatives attrayantes pour remplacer les mécanismes convention-
nels dans certains types d’applications. Toutefois, la présence de degrés de liberté non-contraints dans
les mécanismes tenségrités mène à un comportement dynamique qui ne peut pas être commandé directe-
ment par les actionneurs. Dans cet ouvrage, le modèle dynamique d’un nouveau mécanisme tenségrité
spatial à trois degrés de liberté est développé en utilisant la formulation Lagrangienne. Par la suite,
les équations de mouvement du mécanisme sont résolues pour simuler son mouvement entre deux con-
figurations d’équilibre. Puisque le mécanisme est assujetti à des contraintes géométriques non-linéaires
holonômes, ces dernières doivent être considérées pendant le calcul de la solution du problème dynamique
direct. Il est démontré que l’utilisation d’amortisseurs en parallèle avec les ressorts du mécanisme ne
parvient pas à dissiper l’énergie de ce dernier de manière e�cace.

Abstract
Tensegrity mechanisms have the advantage of being relatively lightweight due to their extensive use of
cables and springs. As such, they have the potential of being an attractive alternative to conventional
mechanisms in certain application environments. However, the presence of unconstrained degrees of
freedom in tensegrity mechanisms leads to a dynamic behaviour which cannot be directly controlled with the
actuators. In this work, the dynamic model of a novel spatial three-degree-of-freedom (3-DOF) tensegrity
mechanism is developed using the Lagrangian formulation. The resulting equations of motion are then
solved to simulate the mechanism’s motion between equilibrium configurations. Since the mechanism is
subjected to holonomic nonlinear geometrical constraints, these must be considered during the solution of
its forward dynamic problem. It is seen that the use of damping in the springs is not very e�cient in
dissipating the mechanism’s energy during motion.

⇤Author to whom correspondence should be addressed.
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1 Introduction

Tensegrity systems are defined as structures or mechanisms whose components are subjected to either
traction or compression forces in all possible configurations. The use of springs or cables for the tension
components allows for a significant reduction of the mass of such systems. Consequently, tensegrity
mechanisms have recently been introduced as potential alternatives to heavier conventional mechanisms
for certain types of applications.

Research on tensegrity systems dates back to the middle of the twentieth century when Buckminster
Fuller, inspired by artist Kenneth Snelson’s novel sculptures, introduced the word tensegrity as a combi-
nation of the words tension and integrity [1]. A detailed history of these systems is given by Motro [2].
Research on tensegrity mechanisms is much more recent [3–7]. Among the proposed mechanisms, a flight
simulator [8], a space telescope [9] as well as a tensegrity sensor [10] are found.

The object of this paper is to analyze the dynamics of a spatial 3-DOF tensegrity mechanism. The
dynamic model of the mechanism is first developed using the Lagrangian formulation. Afterwards, the
forward dynamic problem is solved in order to analyze the behaviour of the mechanism in motion. This
leads to an important observation pertaining to the mechanism’s damping.

2 Geometrical Description

A diagram of the spatial 3-DOF tensegrity mechanism is shown in Figure 1a. It consists of twelve
components in traction of which nine are springs joining node pairs AiAj and AiCj (i = 1, 2, 3, j = 1, 2, 3
and i 6= j). The springs have sti↵ness K, lengths lk (k = 1, 2, . . . , 9) and zero free lengths. This last
hypothesis is not problematic since virtual zero free length springs can be created by extending the
actual springs beyond their attachment points [11]. Examples of this are given in [12]. The remaining
three components in traction are cables (i.e. elements that cannot resist compressive forces) of length L
that join node pairs CiCj . Typically, in the tensegrity system architecture from which the mechanism
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Figure 1: (a) Spatial 3-DOF tensegrity mechanism. (b) Virtual prismatic actuator.

is developed, the components joining node pairs AiCi are struts. For the mechanism studied here, it
is sought to vary the distance between nodes Ai and Ci with prismatic actuators. However, since such
actuators would interfere with each other due to the mechanism architecture, virtual prismatic actuators
are used. Node Ai is thus linked to node Ci with a leg consisting of two struts of length Ls. The proximal
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strut is attached to node Ai with a universal joint while the proximal and distal struts are joined together
by a revolute actuator. Furthermore, spherical joints are used to connect the cables to the distal struts
at nodes Ci. By modifying the position of the actuator (✓i), the e↵ective distance (⇢i) between nodes Ai

and Ci can be varied. The relation between ✓i and ⇢i can easily be computed using the law of cosines as
follows (see Figure 1b):

⇢i =
p

2Ls

p
1 + cos ✓i (1)

The actual revolute actuator can be located on the mechanism base and combined with a cable-pulley
system to control the angle between the proximal and distal struts thus reducing the inertia of the moving
parts. Furthermore, it should be noted here that, because of the architecture of the virtual prismatic
actuators, the mechanism deviates slightly from the tensegrity system definition since its struts are not
axially loaded.

A fixed reference frame XY Z is defined as being located at node A1 with its X axis directed towards
node A2 and its Z axis perpendicular to the plane formed by nodes Ai. Similarly, a mobile reference
frame X 0Y 0Z 0 is defined as being attached to the geometrical centre of nodes Ci with the X 0 axis parallel
to the line formed by nodes C1 and C2 and the Z 0 axis perpendicular to the plane formed by nodes Ci.

Reference frames xriyrizri are attached to the ith leg as shown in Figure 2 (r = 1, 2, 3, 4). The rotation
matrix bringing frame (r)i into frame (r + 1)i is given by:

Qri =

2

66664

cos �ri � cos �ri sin �ri sin �ri sin �ri

sin �ri cos �ri cos �ri � sin �ri cos �ri

0 sin �ri cos �ri

3

77775
(2)

while the vector linking the origin of frame (r)i to the origin of frame (r + 1)i is expressed as:

dri = [eri cos �ri , eri sin �ri , hri ]
T (3)

The parameters appearing in Eqs. (2) and (3) are defined in Table 1 for the mechanism’s ith leg. Angles
↵i and �i correspond to the rotation of the universal joint located at node Ai. The positions of nodes
Ai, Bi and Ci in the fixed reference frame (XY Z) are represented by vectors ai, bi and ci, respectively.
Whereas node A1 is fixed relative to frame XY Z, node A2 is free to translate along the X axis while
node A3 may move in the XY plane. Vectors ai thus become:

a1 = [0 , 0 , 0]T a2 = [µ1 , 0 , 0]T a3 = [µ2 , µ3 , 0]T (4)

x1i

y1i

z1i

x2iy2iz2i
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x4iy4iz4i
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bi

qi
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Figure 2: Definition of local reference frames attached to the ith leg.
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r eri hri �ri �ri

1 0 0 �⇡
2 ↵i

2 Ls 0 0 �i

3 Ls 0 0 ✓i

Table 1: Parameters for the ith leg.

where the lengths defined by µi are unactuated. Referring to Figure 1a, vectors bi and ci can be computed
according to the definitions provided in Eqs. (2) and (3) as follows:

bi = ai + Ri(d1i + Q1id2i) (5)

ci = ai + Ri[d1i + Q1i(d2i + Q2id3i)] (6)

where Ri, the rotation matrix bringing the fixed reference frame XY Z in an orientation parallel to frame
x1iy1iz1i, is expressed as:

Ri =

2

66664

cos ⇣i 0 sin ⇣i

sin ⇣i 0 � cos ⇣i

0 1 0

3

77775
(7)

with ⇣1 = ⇡/6, ⇣2 = 5⇡/6 and ⇣3 = �⇡/2. The mechanism’s input vector is:

 = [✓1 , ✓2 , ✓3]T (8)

The application of the Tchebychev-Grübler-Kutzbach mobility formula to the mechanism (the springs
need not be considered for this analysis while the cables can be considered to be rigid links) shows that
the mechanism has a total of nine degrees of freedom. As a consequence, when the revolute actuators are
locked, the mechanism still has six unconstrained degrees of freedom. These are represented here by the
following vector of coordinates:

q = [µ1 , µ2 , µ3 , ↵1 , �1 , ↵2 , �2 , ↵3 , �3]T (9)

of which three are superfluous. In addition to vectors  and q, the following three geometrical con-
straints associated with the lengths of the cables must also be satisfied in order to completely define the
mechanism’s configuration:

�i = (ci � cj)T (ci � cj)� L2 = 0 i, j = 1, 2, 3 , i 6= j (10)

When the actuators are locked, the need for the potential energy stored in the springs to be minimized
leads to a unique static equilibrium. By modifying the positions of the actuators, three of the mechanism’s
six unconstrained degrees of freedom can be controlled. In this work, these are chosen as the position
coordinates of the geometric centre of nodes Ci relative to the fixed base which can be represented by
the following vector expressing the position of the origin of reference frame X 0Y 0Z 0 in frame XY Z:

x = [x , y , z]T (11)

This vector becomes the output of the mechanism. Finally, it should be noted that the sti↵nesses of the
struts and cables are assumed to be infinite relative to those of the springs. Furthermore, the decision of
using springs or cables for each of the tension elements is made with the goal of allowing the mechanism
to adapt in order to maintain its tensegrity properties as it moves between equilibrium configurations
while also fixing the lengths of a minimal amount of elements so that the equilibrium for a given set of
actuator positions is unique.
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3 Dynamic Model

It was mentioned in Section 2 that the spatial 3-DOF tensegrity mechanism has unconstrained degrees of
freedom. In spite of this, when the actuators are locked, the minimization of the potential energy stored
in the mechanism’s springs leads to a unique equilibrium configuration. However, when the mechanism
is in movement, its configuration is free to change under the influence of inertial loads. For this reason,
the analysis of the mechanism’s dynamics is essential.

3.1 Hypotheses

In order to develop a model of the mechanism’s dynamics, the following hypotheses are made:

• The springs and cables are massless.

• Each strut is modelled as a thin, straight rod of mass m and moment of inertia Is = 1
12mLs

2 about
axes passing through its centre of mass and perpendicular to its central axis (the central axis links
nodes Ai and Bi for the proximal strut and nodes Bi and Ci for the distal one). The inertia about
the central axis is assumed to be zero.

• The joints and the actuators are frictionless.

• The springs are linearly damped with damping coe�cient cd.

• Gravity is neglected.

At first glance, the assumption that gravitational forces are absent seems unrealistic. However, as pro-
posed in [13], gravitational forces associated with the weights of the struts can be compensated using
static balancing techniques thus leading to considerable simplifications in the mechanism analysis.

3.2 Equations of Motion

As it was stated in Section 2, vectors  and q are both needed to completely define the configuration of
the mechanism in the general case. As a result of this, the N ⇥ 1 vector of generalized coordinates used
for the development of the dynamic model is defined as follows:

u = [qT ,  T ]T (12)

The equations of motion of the mechanism are developed here using the well-known Lagrangian formu-
lation, namely:

d

dt

@T

@u̇
� @T

@u
+

@U

@u
= fd + ⇤⌧ (13)

In the above expression, T is the kinetic energy of the mechanism expressed as follows:

T =
1
2
m

3X

i=1

(ṗT
pi

ṗpi
+ ṗT

di
ṗdi

) +
1
2

3X

i=1

(!T
pi
I!pi + !T

di
I!di) (14)

where ppi
and pdi

, the position vectors of the centres of mass of the ith proximal and distal struts,
respectively, are:

ppi
=

ai + bi

2
pdi

=
bi + ci

2
(15)

Furthermore, !pi and !di , representing the angular velocities of the ith proximal and distal struts,
respectively, along reference frames attached to their centres of mass with X axes directed along the
struts, can be expressed as:

!pi = [sin�i↵̇i , cos �i↵̇i , �̇i]T (16)
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!di = [sin (�i + ✓i)↵̇i , cos (�i + ✓i)↵̇i , �̇i + ✓̇i]T (17)

while I is the inertia matrix of the struts:

I = Is

2

4
0 0 0
0 1 0
0 0 1

3

5 (18)

Also from Eq. (13), U is the potential energy stored in the mechanism’s springs:

U =
1
2
K

9X

k=1

lk
2 (19)

while fd is a vector of dissipative forces whose nth element (n = 1, 2, . . . , N) is expressed as:

fdn = �cd

9X

k=1

l̇k
@lk
@un

(20)

where l̇k is the time rate of change of the length of the kth spring and un is the nth element of vector u.
Finally, ⌧ , the vector of actuator torques, is expressed as ⌧ = [⌧1 , ⌧2 , ⌧3]T while:

⇤ =

06⇥3

13

�
(21)

where 06⇥3 is a 6⇥ 3 zero matrix and 13 is the 3⇥ 3 identity matrix. Substituting the above definitions
in Eq. (13) yields the equations of motion of the mechanism:

Mü + V (u̇,u) + G(u) = ⇤⌧ (22)

where M is the N⇥N generalized inertia matrix, V (u̇,u) is the N⇥1 vector of non-linear inertial e↵ects
and dissipative forces, and G(u) is the N ⇥ 1 vector of generalized forces due to the potential energy in
the springs.

4 Simulation

In order to study the behaviour of the mechanism as it is moved from one equilibrium configuration
to another, its forward dynamic problem must be solved. However, as it will be seen, this is not a
straightforward process for the mechanism considered here since it is subjected to nonlinear geometrical
constraints.

4.1 Solving the Forward Dynamic Problem of Constrained Mechanisms

The spatial 3-DOF tensegrity mechanism can be considered as a closed-chain mechanism. As such, the
mechanism’s legs can be seen as independent open-loop mechanisms that are subjected to loop-closure
equations. This was introduced in Section 2 where the configurations of each of the mechanism’s legs
were specified using vectors  and q to which holonomic geometrical constraints (Eq. (10)) associated
with the cable lengths were added to ensure loop-closure. Ideally, these constraints would be solved for
the superfluous coordinates in terms of a set of independent generalized coordinates. These independent
coordinates could then be used to develop the dynamic model of the mechanism. However, since the
constraints are nonlinear at the position level, this is not possible.

By developing the dynamic model of the mechanism using u as the vector of generalized coordinates,
the equations of motion obtained in Eq. (22) represent a system of 12 nonlinear ordinary di↵erential
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equations in 12 unknowns whereas the mechanism only has nine degrees of freedom. As a consequence,
the geometrical constraints must be considered along with the equations of motion in order to solve
the mechanism’s dynamics. This can usually be done using one of two general approaches. The first
of these consists in using the constraint equations in order to project the original dynamic model into
a minimum set of equations of motion. However, this task can be quite cumbersome in some cases.
Furthermore, the resulting set of equations is still dependent at the position level (and in some cases
also at the velocity level) on the original set of superfluous coordinates. The second approach consists
in solving the dynamics using the original superfluous set of coordinates while simultaneously ensuring
that the constraint equations are satisfied. Several methods available to do this are described in [14].
Among these, perhaps one of the best known is based on the use of Lagrange multipliers in order to
obtain explicit expressions for the forces associated with the constraints which can then be added to the
original equations of motion. This method will now be detailed.

Based on di↵erential variational principles [14], Eq. (22) can be rewritten in the following form:

�uT (Mü + V (u̇,u) + G(u)�⇤⌧ � F ) = 0 (23)

where a vector of constraint forces (F ) has been added and where �u is a vector of kinematic variations
(e.g. virtual displacements) associated with the parameters used to represent the configuration of the
mechanism. If a vector of kinematic variations compatible with the constraints, defined as �uc, can be
found in some way then:

�uc
T F = 0 (24)

by definition. Subsequently substituting �uc for �u in Eq. (23) leads to a set of dynamic equations that are
admissible with the constraints yet written in terms of the superfluous set of coordinates. Alternatively,
an expression can be developed for F and substituted in Eq. (23) which can then be solved for any
arbitrary �u. Such an expression is obtained with the use of Lagrange multipliers [15]:

F = �T� (25)

where � is the vector of Lagrange multipliers and � is computed from the constraint equations as follows:

� =
@�
@u

(26)

where � = [�1 , �2 , �3]T (see Eq. (10)). Substituting Eq. (25) in Eq. (23) and considering �u to be
arbitrary leads to the following system of equations:

Mü + V (u̇,u) + G(u)�⇤⌧ � �T� = 0 (27)

This system contains 12 equations that must be solved for 15 unknowns (i.e. the elements of vectors ü
and �) in order to simulate the mechanism’s dynamics. The remaining three scalar equations that are
required are obtained here from the constraint equations expressed at the acceleration level:

�ü + �̇u̇ = 0 (28)

where the above expression is found by di↵erentiating Eq. (10) twice with respect to time while considering
Eq. (26).

The simulation of the mechanism dynamics consists in solving Eqs. (27) and (28) for the coordinate
accelerations at a given time instant ts (üs) when the coordinate positions and velocities are known for
the same time instant (i.e. us and u̇s). Afterwards, the result may be integrated to find u̇s+1 and us+1 at
the subsequent time step ts+1. As noted in [14], any of the available methods will yield an exact value of
üs if the input values of us and u̇s are accurate. However, when the integration is performed, numerical
errors may lead to constraint violations. Furthermore, as stated in [16], should the constraints be violated
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due to numerical inaccuracy while using velocity or acceleration level constraint equations, the position
constraints will cease to be enforceable. A method is thus required to ensure that the coordinate positions
and velocities computed during the integration process satisfy the mechanism’s constraints. In this work,
an approach introduced by Kövecses et al. [14] and referred to as the velocity filtering and configuration
corrections technique is used.

The velocity filtering and configuration corrections technique is based on the decomposition of u̇ into
two parts:

u̇ = u̇v + u̇c (29)

where u̇v is the part of u̇ that is in violation of the constraints while u̇c is compatible with them. By
multiplying both sides of this equation with � and noting that �u̇c, which corresponds to the velocity
level constraints (i.e. @�/@t) expressed for a compatible set of coordinate velocities, must be zero by
definition, the following result is found:

u̇v = �†�u̇ (30)

where �† represents a generalized inverse of �. Moreover, knowing that u̇c must be in the nullspace of �:

u̇c = (1N � �†�)u̇ (31)

where 1N is the N ⇥N identity matrix. In the above decomposition, the following physically-meaningful
generalized inverse, based on the use of the generalized inertia matrix as a weighing matrix applied to
the norm of u̇, is used [14]:

�† = M�1�T (�M�1�T )�1 (32)

Based on the above decomposition, it becomes possible to filter from the solution of u̇s+1 obtained by
the integration of üs the part that violates the constraints. This ensures that the latter will be satisfied
at the velocity level. On the other hand, when us+1 is computed by time integration, it can generally
be assumed that it will be in violation of the position level constraints (i.e. � 6= 0). In order to obtain
a set of position coordinates which is compatible with the contraints, it is suggested in [14] to use the
following open-loop iterative correction scheme:

u�+1
s+1 = u�s+1 � �†(u�s+1)�

� (33)

where the index � represents the current iteration and �†(u�s+1) is the generalized inverse of � evaluated at
u�s+1. By using this correction scheme for a preselected number of iterations, the geometrical constraints
at the position level are adequately satisfied. The following steps illustrate the detailed process for the
dynamic simulation of the tensegrity mechanism:

1. Eqs. (27) and (28) are solved for time step ts to yield üs assuming that u̇s and us are known
accurately.

2. Using time integration, u̇s+1 is computed.

3. Velocity filtering is used in order to eliminate the part of u̇s+1 that is violating the velocity level
constraints: u̇s+1 = [1N � �(us)†�(us)]u̇s+1.

4. Using time integration, us+1 is computed.

5. Velocity filtering is used a second time with the updated position coordinates of time ts+1:
u̇s+1 = [1N � �(us+1)†�(us+1)]u̇s+1.

6. The configuration corrections scheme (Eq. 33) is applied to us+1 for 10 iterations.
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In the following section, since it is desired to analyze the behaviour of the mechanism while it is being
displaced between two equilibrium configurations, the simulation is performed by imposing a trajectory
in the actuator space (i.e.  ,  ̇ and  ̈ are provided). It is thus assumed that the corresponding actuator
torques could be computed and then be used to generate the same trajectory. However, the simulation
of the mechanism with a trajectory imposed in the actuator space requires modifications to be made to
the general simulation process described in the previous section. In fact, since  and its derivatives are
now imposed, only the portion of the dynamic model associated to vector q need to be considered (see
Eq. (22)). Eqs. (31) and (33), which are used during the simulation to ensure the satisfaction of the
geometrical constraints, must also be modified accordingly. The geometrical constraints expressed at the
velocity level can be expressed as:

�u̇ = [�q , � ]

q̇
 ̇

�
= 0 (34)

The value of q̇ which satisfies these constraints for a given  ̇ can be computed as follows:

q̇c = (1N � �†
q�q)q̇ � �†

q�  ̇ (35)

where:
�†

q = M�1
q �T

q (�qM�1
q �T

q )�1 (36)

with Mq being the portion of M associated to vector q. Finally, Eq. (33) is simply replaced by:

q�+1
s+1 = q�s+1 � �†

q(u
�
s+1)�

� (37)

4.2 Example

In the following, the results of a simulation of the spatial 3-DOF tensegrity mechanism’s dynamics using
the model developed in Section 3 are presented. From these results, certain observations pertaining to
the mechanism’s behaviour can be made.

4.2.1 Results

The parameters of the mechanism used for the simulation are: m = 2.5, K = 1000, cd = 100, L =
p

2/2
and Ls =

p
2. It should be noted here that Ls needs to be chosen while considering the range required

for lengths ⇢i. Situations where ✓i approaches 0 or ⇡ should also be avoided if possible since in such
situations the relation between ✓i and ⇢i is poorly conditioned.

The trajectory imposed, which starts from a reference configuration where  0 = [�90 , �90 , �90]T

degrees and x0 = [
p

2/4 ,
p

6/12 ,
p

30/3]T and brings the mechanism to a configuration defined by
 F = [�70.55 , �97.13 , �84.01]T degrees and xF = [1 ,

p
6/12 ,

p
30/3]T , is defined as:

✓i = ✓i0 �
⇣✓iF � ✓i0

2

⌘n
cos

h⇣ t� t0
tF � t0

⌘
⇡
i
� 1

o
, t0  t  tF (38)

with t0 = 1 and tF = 3. The imposed velocity and acceleration trajectories (✓̇i and ✓̈i) are obtained simply
by di↵erentiating Eq. (38) with respect to time. The resulting movement of the mechanism’s end-e↵ector
(i.e. the geometric centre of nodes Ci) as represented by the elements of x is shown in Figure 3. Moreover,
the variation of the constraint equation values (�i) along the trajectory are illustrated in Figure 4.

4.2.2 Discussion

In order to generate the results of the previous section, an actuator trajectory was imposed to the
mechanism. Although this was done by choice in order to observe the mechanism as it is being displaced
from one equilibrium configuration to another, it has been found to be very di�cult to simulate the
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Figure 3: Coordinates x, y and z as a function of time for the simulation trajectory.
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Figure 4: Constraints �i as a function of time for the simulation trajectory.

mechanism’s dynamics while instead providing it with the actuator torques. This is explained in the
following.

Although it will not be shown here due to space constraints, it can be demonstrated that, assuming
the use of a regular prismatic actuator as the compression component joining nodes Ai and Ci (see
Section 2), the amplitude of the compression force acting on this actuator at equilibrium in the absence
of external and gravitational loads is fi = 2K⇢i. Referring to Eq. (1) and Figure 1b, this force can be
transformed to the following torque acting on the revolute actuator:

⌧i = K⇢i

q
4L2

s � ⇢2
i (39)

where the square root is always taken as positive. Di↵erentiating ⌧i with respect to ⇢i yields:

d⌧i

d⇢i
=

2K(2L2
s � ⇢2

i )q
4L2

s � ⇢2
i

(40)

It can easily be observed from this equation that the derivative of ⌧i with respect to ⇢i is positive when
⇢i <

p
2Ls. Combining this fact with Eq. (1), the following statements can be made:

d⌧i

d⇢i
< 0 if 0  ✓i < ⇡/2 ,

d⌧i

d⇢i
> 0 if ⇡/2 < ✓i  ⇡ ,

d⌧i

d⇢i
= 0 if ✓i = ⇡/2 (41)

where ✓i is restricted between 0 and ⇡ by definition. Suppose that the mechanism is initially in equilibrium
at a configuration with a given set of actuator positions. Suppose next, without loss of generality, that
the mechanism must be displaced to a new equilibrium by increasing ⇢1 by an infinitesimal amount. If ✓1
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is located between 0 and ⇡/2 in the initial configuration, it can be observed from Eq. (41) that the slight
increase in ⇢1 will lead to a corresponding decrease in ⌧1. The actuator torque ⌧1 required at the new
equilibrium is thus smaller than the one required in the initial configuration. However, in order to allow
⇢1 to increase, ⌧1 must also be initially increased above its original value to provide the supplementary
force required to further separate nodes Ai and Ci and, correspondingly, to raise the amount of potential
energy stored in the mechanism’s springs. This initial increase and subsequent decrease of ⌧1 (or vice-
versa) also occurs in other systems (e.g. the inverted pendulum). However, it seems as though the
presence of unconstrained degrees of freedom in tensegrity mechanisms makes them more susceptible
to numerical errors during the simulation process. When such errors are combined with the behaviour
described above, the result is usually an eventual collapse of the mechanism.

From Figure 3, it can be observed that once  F (t = 3) has been reached, there is a delay before
the mechanism settles in its new equilibrium (xF ). This is due to the unconstrained degrees of freedom
which are influenced only by the mechanism’s dynamic properties and by the imposed trajectory. In an
application where the mechanism would be driven by imposing the actuator torques with a Cartesian-
based control system, this delay could potentially be reduced.

It can also be seen from Figure 3 that the mechanism is underdamped in spite of the relatively high
damping coe�cient that was used during the simulation. This poor transformation from damping to
actual energy dissipation has been previously documented for some tensegrity systems [17]. For the
mechanism studied here, the low energy dissipation is due in large part to the geometrical arrangement of
the damped elements with respect to the unconstrained degrees of freedom. One feasible solution to this
problem would be to use linear dampers to create rotational damping in the mechanism’s universal joints.
The energy dissipating contribution of the universal joints’ natural damping can also be considered.

Finally, from Figure 4, it can be observed that the constraints (Eq. (10)) are satisfied to the order of
10�15 throughout the entire trajectory. Although it isn’t shown, the velocity level constraints, for their
part, were satisfied to the order of 10�5. This demonstrates the e�ciency of the velocity filtering and
configuration corrections method [14].

5 Conclusion

In this paper, the dynamics of a novel spatial 3-DOF tensegrity mechanism were analyzed. When in
equilibrium, the mechanism is capable of positioning its end-e↵ector in the Cartesian space with the use
of three revolute actuators. However, since the mechanism has six unconstrained degrees of freedom,
its motion between equilibrium configurations cannot be fully controlled and is largely dictated by its
dynamic properties. For this reason, it becomes very important to simulate the mechanism’s dynamics
in order to study its behaviour.

The equations of motion of the mechanism were first developed using the Lagrangian formulation.
As it is the case with parallel mechanisms, it was seen that the tensegrity mechanism is subjected to
holonomic nonlinear geometrical constraints. These constraints must thus be considered during the
solution to the forward dynamic problem. A new method proposed in [14] which is based on velocity
filtering and configuration corrections was used to perform the dynamic simulation. This method was
shown to be rather simple to apply while also being very e↵ective in ensuring constraint satisfaction.

Finally, it was stated that the transformation from linear damping in the mechanism’s springs to
actual energy dissipation is relatively poor. This is due to the geometrical arrangement of the springs
relative to the unconstrained degrees of freedom. One possible solution to this problem is to create
rotational damping in the mechanism’s universal joints by using linear dampers.
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